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ABSTRACT
Laser-Induced Fluorescence (LIF) spectroscopy is an essential tool for probing ion and atom velocity distribution functions (VDFs) in
complex plasmas. VDFs carry information about the kinetic properties of species that is critical for plasma characterization. Accurate interpre-
tation of these functions is challenging due to factors such as multicomponent distributions, broadening effects, and background emissions.
Our research investigates the use of Wavelength Modulation (WM) LIF to enhance the sensitivity of VDF measurements. Unlike standard
Amplitude Modulation (AM) methods, WM–LIF measures the derivative of the LIF signal. This approach makes variations in VDF shape
more pronounced. VDF measurements with WM–LIF were investigated with both numerical modeling and experimental measurements. The
developed model enables the generation of both WM and AM signals, facilitating comparative analysis of fitting outcomes. Experiments were
conducted in a weakly collisional argon plasma with magnetized electrons and non-magnetized ions. Measurements of the argon ion VDFs
employed a narrow-band tunable diode laser, which scanned the 4p4D7/2–3d4F9/2 transition centered at 664.553 nm in vacuum. A lock-in
amplifier detected the second harmonic WM signal, which was generated by modulating the laser wavelength with an externally controlled
piezo-driven mirror of the diode laser. Our findings indicate that the WM–LIF signal is more sensitive to fitting parameters, allowing for better
identification of VDF parameters such as the number of distribution components, their temperatures, and velocities. In addition, WM–LIF
can serve as an independent method to verify AM measurements and is particularly beneficial in environments with substantial light noise or
background emissions, such as those involving thermionic cathodes and reflective surfaces.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0187687

I. INTRODUCTION

Laser-Induced Fluorescence (LIF) spectroscopy1,2 is a diag-
nostic tool that is used to determine spatially3,4 and temporally5,6

resolved measurements of the spectral line profiles of ions or atoms
under complex plasma conditions. These conditions commonly
occur in laboratory and industrial environments, including plasma
processing and electric space propulsion7–10 applications. In weakly
collisional plasmas, the Doppler effect is a primary broadening
mechanism of the spectral line profile representing the velocity dis-
tribution functions (VDF). This statistical function reveals crucial
kinetic properties of plasma, such as temperature and velocities.
This paper focuses on LIF measurements in weakly collisional plas-
mas with non-equilibrium argon ion VDFs (IVDF), excited from
metastable levels.

Interpreting VDFs can be ambiguous, especially when deal-
ing with closely located velocity group peaks or partially or entirely
overlapped distributions.11–13 Fluctuations in plasma background
emission, measurement noise, and other broadening mechanisms
such as the Zeeman14 or Stark effects15 further complicate an accu-
rate VDF description. Hence, it is critical to establish a robust
methodology for VDF measurements and verification to reduce
uncertainty in understanding plasma dynamics.

Derivative spectroscopy,16 predominantly used in absorption
measurements, can be used for quantifying complex absorption fea-
tures. This technique focuses on the rate of change in the spectral line
shape with respect to wavelength, eliminating broad background
absorptions and identifying individual features within complex con-
tours. Derivative spectra can be obtained through post-processing
of the raw signal or with a combination of electronic and optical
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methods such as modulation of laser wavelength.17 Modern diode
lasers, with their rapid wavelength, frequency, or shift modulation
capabilities,18,19 offer an appealing option for acquiring derivative
spectra through Wavelength Modulation (WM) spectroscopy.20

Typically, LIF measurements utilize laser light amplitude mod-
ulation (AM), usually performed with a mechanical chopper and
acousto- or electro-optic modulators (AOM or EOM), followed
by lock-in detection of the pulsed fluorescence signal. WM spec-
troscopy, often used for enhanced trace species detection,21 mod-
ulates the light’s wavelength around a central absorption line at a
specific amplitude and frequency. While it is more commonly used
for absorption measurements, there have been several studies where
fluorescence signals were detected.22–24 Lock-in detection is used to
extract a signal at the n th harmonic of the modulation frequency,
which is, under some conditions, proportional to the derivative of
the spectral line profile. Advantages of WM spectroscopy include
cancellation of the background signal (resulting in a better dynamic
range of measurements), sensitivity to VDF shape, and also shift-
ing signals to a higher frequency region, enabling higher frequency
modulation compared to AM, reducing 1/f noise, and enhancing
the signal-to-noise ratio.20 It can be noted that other methods have
employed the detection of signal harmonics (see Ref. 25). However,
the method described therein facilitated the detection of perturba-
tions in velocity distribution functions (VDFs), rather than their
derivatives.

It is worth noting that similar WM techniques, when system
response to the applied modulation is measured, were applied for
electrostatic probe measurements of electron26 or ion energy distri-
butions.27 Thus, this approach is fundamental across various fields
and applications.

In this work, we employ a WM approach for LIF measure-
ments of VDFs in plasma, using a tunable diode laser to enhance the
robustness of VDF analysis. To validate our approach, we carried out
modeling studies that underscore the advantages of the derivative-
based method and conducted experiments where both AM and WM
LIF spectra were collected at various locations within an industrial
plasma source (similar to a Bernas source28) operating with argon.
Numerical simulations showed that the fitting of the WM LIF signal
is particularly sensitive to the fitting parameters (e.g., the number
of distribution components). This sensitivity results in more reli-
able fitting, especially in the presence of strong noise. Experimental
results corroborated this trend. This shows that WM–LIF can serve
as a method to independently verify AM method findings or can be
used independently.

This paper is organized as follows: Sec. II introduces derivative
spectroscopy and discusses the WM. Section III presents the AM
and WM models along with their results. The experimental setup
is described in Sec. IV, and the experimental results are detailed in
Sec. V. The discussion and comparison of experimental results are
provided in Sec. VI. Conclusions are summarized in Sec. VII.

II. REVIEW OF DERIVATIVE AND WM SPECTROSCOPIC
TECHNIQUES
A. Derivative spectroscopy

Introduced in the 1950s,29,30 derivative spectroscopy (DS) is an
analytical technique that enhances the resolution and sensitivity of
spectroscopic measurements across various applications.31 In this

technique, the spectroscopic data, including absorption or emission
spectra, are processed to generate a derivative spectrum. This spec-
trum represents the rate of change of the original spectrum signal as
a function of light wavelength, wavenumber, or frequency.

One of the DS’s primary advantages is its ability to enhance
line shape analysis by better resolving closely spaced spectral fea-
tures. In conventional spectra, these features often blend, making
it challenging to distinguish individual components. DS addresses
this by examining the derivatives of these spectral lines’ intensi-
ties with respect to the wavelength, enabling a clearer identification
of spectral features. The first derivative helps identify the location
of a peak, denoted by a zero-crossing point. The second derivative
pinpoints the areas of highest curvature in the normal spectrum,
thereby improving the resolution of closely spaced spectral features,
making overlapping peaks more distinguishable, and improving the
detectability of subtle spectral changes. Figure 1(a) shows an exam-
ple of synthetic Maxwellian VDF ( f) for species with zero most
probable velocity and a temperature of 0.1 eV. First f ′ and second
f ′′ derivatives are shown as well. One of the benefits is the cancel-
lation of the background offset. Figure 1(b) provides an example of
a synthetic VDF signal resulting from two closely located distribu-
tions f1 and f2 with parameters as in Fig. 1(a) and most probable
velocities of ±300 m/s (converted to the corresponding laser light
frequency shift). While the resulting VDF ( f) can be misinterpreted
as a single Maxwellian VDF, the second derivative makes its true
shape immediately obvious. Figure 1(c) illustrates an example of
improving the detectability of subtle spectral changes when small,
fast Maxwellian distribution f2 with a temperature of 0.04 eV and
a most probable velocity of 950 m/s is completely overlapped by a
larger f1 Maxwellian distribution with a zero most probable veloc-
ity and a temperature of 0.22 eV. The second derivative makes the
presence of the f2 distribution clearly identifiable.

Furthermore, DS effectively handles issues such as line shape
skewing, baseline drift, and light scattering in conventional spec-
tra. These disturbances often result from variations in background
emission or light scatter from the vacuum vessel, optics, or win-
dows. The derivative spectra allow significant cancellation of these
effects, improving the description of observed VDFs, for example,
Fig. 1(d), where a nonlinear background is added to the Maxwellian
distribution with parameters as in Fig. 1(a). It is important to note
that if these effects exhibit a strong nonlinear dependency on wave-
length, their cancellation could still result in artifacts. For instance,
the second derivative will not become zero.

Potential challenges of the DS technique, such as increased
noise in higher-order derivatives and the need for precise mea-
surements to avoid wavelength reproducibility errors, can be miti-
gated by implementing direct measurement techniques rather than
post-processing the measured signal. Traditional post-processing,
which often involves signal smoothing or fitting, can introduce
artifacts into the obtained derivatives. By directly measuring VDF
derivatives using techniques such as WM, noise can be effectively
suppressed due to the capabilities of lock-in amplifiers.32 Employ-
ing stepwise changes in laser wavelength, rather than scanning,
enhances the precision of wavelength measurements. The first and
second derivatives typically provide a balance between noise lev-
els and resolution enhancement, highlighting DS’s utility in line
shape analysis. Further details on this technique can be found in
Refs. 16 and 26.
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FIG. 1. Illustration of derivative spectroscopy. (a) Single Maxwellian VDF signal (solid black line) and its first ( f′, dashed line with crosses) and second ( f′′, dashed line with
circles) derivatives. (b) Bi-Maxwellian VDF signal (dotted red and dashed blue lines) with nonzero most probable velocities and its second derivative f′′ (dashed line with
circles). (c) Bi-Maxwellian VDF signal with a bulk distribution (dotted red) and a smaller faster group (dashed blue) and its second derivative f′′ (dashed line with circles).
(d) Single Maxwellian VDF (solid black line) signal with a nonlinear (sinusoidal) background (BKG, dashed blue line) and its second derivative f′′ (dashed line with circles).
Distributions on each subplot are normalized to the maximum of the total distribution (solid black line). Signals and their derivatives were normalized to the maximum absolute
value of each curve.

B. WM spectroscopy
WM spectroscopy offers high sensitivity and robustness against

background noise, making it suitable for challenging environ-
ments characterized by strong turbulence or high pressure and
temperature.33–37 While the principles of WM spectroscopy have
been extensively covered in the literature,17,20 this paper provides
just a basic overview, outlined below and schematically illustrated in
Fig. 2. The WM technique comprises the following three elements:

1. Wavelength control consists of the scanning and modulation
of light’s wavelength around a specified center wavelength
at a frequency ωm with a designated modulation amplitude
Δ (often referred to as the modulation depth). The capac-
ity to adjust both the modulation amplitude and frequency
provides significant flexibility in the measurement process.
Typically, modulations are achieved via diode current control,
leading to concurrent amplitude modulation. This compli-
cates the analysis of the WM signal, necessitating thorough
laser characterization and signal modeling. However, modern

diode lasers, which allow for fast (in the kHz range) volt-
age modulation of grating mount piezo actuators, allow for
modulation of the laser wavelength with minimal impact on
its amplitude. This facilitates data analysis focused solely on
wavelength modulation.

2. The laser light is directed through a test sample, in this
instance, plasma. Depending on the measurement type, either
light absorption or emitted fluorescence is measured. A suit-
able detector, such as a photodiode, is employed based on the
specific scenario.

3. The detector signal is fed to a lock-in amplifier to extract a cer-
tain harmonic of the detector signal at a detection frequency
nωm, where n = 1, 2, and so on, with a bandwidth given by
the inverse of the integration time (lock-in amplifier time con-
stant). When the frequency modulation amplitude Δ is much
smaller than the width of the absorption profile, the retrieved
signal is proportional to the nth harmonic of the cosine series
of the absorption profile. It can be shown [see Eq. (B9) in
Appendix B of Ref. 20] that nth harmonic of the in-phase
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FIG. 2. Schematic representation of WM measurements. The function generator
produces overlapping sawtooth and sine waves (ωm) with distinct frequencies: the
Hz range (or lower) for the sawtooth and the kHz range for the sine. These waves
drive the diode laser, generating modulated laser light centered on the probed
transition’s frequency. This modulated light traverses the sample, and the resulting
emission is detected. This detected response is then input to the lock-in amplifier,
with its reference frequency set to a certain nth harmonic of the sine signal ωm.

component of the lock-in amplifier output is proportional to
the nth derivative of the line shape profile. This is the reason
why the WM technique is a DS method.

It is worth mentioning that there’s an alternative approach
using high-frequency modulation known as frequency modulation
(FM) spectroscopy (see Refs. 17 and 38). In general, when modu-
lation is performed at an arbitrary frequency and with an arbitrary
amplitude, rigorous signal modeling and laser behavior characteri-
zation become important for the correct recovery of the information
from the signal. However, this topic is outside the scope of this paper.

III. MODELING OF WM AND AM SIGNALS
This section presents an overview of the foundation for WM

and AM signal modeling, with details outlined in Appendixes A and
B. The aim is to illustrate that WM signals enable a more reliable
extraction of information from measured LIF signals as compared
to AM signals, particularly in high-noise environments. Parameters
such as the temperature and flow velocities of constituent atomic
or ionic groups are typically determined through a fitting proce-
dure applied to experimental data. However, it is crucial to make
initial assumptions about the VDF shape, including the expected
number of distributions, most probable velocities, and temperatures,
to prevent data overfitting. The computation of higher moments of
measured distributions (e.g., kurtosis or skewness)39–41 or other sta-
tistical techniques12,13 can aid in forming these initial assumptions.
It is important to note, however, that this analysis can only be per-
formed during post-processing and is significantly influenced by the
signal noise and the smoothing or fitting algorithms used for data
processing. As demonstrated in Sec. II A, derivatives of distribu-
tions can provide similar insights into the VDF shape. WM allows
for direct measurements of VDF derivatives, enabling the fitting of
the resulting data without additional post-processing.

The model and data processing presented here emulate the
steps of a typical LIF measurement. Laser light, characterized by a
very narrow linewidth, is tuned around the absorption profile, excit-
ing groups of atoms or ions at varying velocities due to the Doppler
effect. These excited species then emit fluorescence light, which is
measured by a photodetector device, such as a photomultiplier tube
(PMT). To differentiate the fluorescence signal from background
emissions (originating from plasma, reflecting walls, filaments, etc.),
the signal is typically modulated. This modulation enables the use of
homodyne detection42 measurement systems, such as lock-in ampli-
fiers,43 known for their ability to extract small amplitude signals
from noisy environments. Once the scan across the absorption line
is completed, a VDF shape is recovered and subsequently fitted
with a function that appropriately describes the assumed distribu-
tion. Such a function should correctly describe (temperatures and
most probable velocities) all distributions, forming the distribution
function.

When analyzing and fitting experimental data, it is essential to
consider all effects that could contribute to absorption line broad-
ening. In low-temperature plasmas, several mechanisms can cause
broadening, including Zeeman and Stark effects (due to high mag-
netic or electric fields), the Doppler effect, natural broadening, and
hyperfine structures.44 Doppler broadening, typically the most influ-
ential factor, results in a Maxwellian absorption line profile when
it originates from the thermal motion of atoms. However, if the
medium deviates from thermodynamic equilibrium, the profile may
no longer be Maxwellian and can assume various shapes.10 The
hyperfine structure is another crucial factor to consider during pro-
file fitting, with transitions having known hyperfine structures, such
as those referenced in Refs. 45 and 46 being preferable.

This study focuses on argon plasma with the most abundant
argon isotope under conditions where the Zeeman and Stark effects
are negligible. Multimodal distribution, consisting of one or several
Maxwellians, is assumed. Such distributions are common in plasma
devices with crossed electric and magnetic fields; see Refs. 47–49.
Under these circumstances, the Doppler-broadened profile, repre-
senting VDF, as a function of laser light frequency ν can be written
analytically as follows:13

f (v) =
N

∑
k=1

c
νk

0
( Mi

2πkBTk
i
)

1/2
exp
⎛
⎝
− Mic2

2kBTk
i

(ν − νk
0)

2

(νk
0)

2
⎞
⎠

, (1)

where c is the speed of the light, ν0 is an LIF transition central fre-
quency, Mi is the mass of the species, kB is the Boltzmann constant,
Tk

i is the kth distribution temperature, νk
0 is the laser frequency corre-

sponding to the most probable velocity of the of the kth distribution
in GHz, and N is the total number of distributions present in the
plasma.

Various types of lasers, including solid-state lasers, dye lasers,
laser diodes, quantum cascade lasers, and optical parametric oscil-
lators, can adjust their wavelength over a broad range. For high-
resolution reconstruction of VDF, continuous wave (CW) laser
diodes are preferred due to their extremely narrow bandwidth, typi-
cally in the MHz range or below. The laser beam intensity profile, as
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a function of light frequency, is typically represented by a Lorentzian
function as follows20:

L(v, νL) ∼
1

1 + (ν−νL)2

Δλ2
L

, (2)

where νL is the laser central frequency, which can be tuned, and ΔλL
is the laser linewidth. The equation used to establish the relationship
between the laser frequency offset and the velocity is as follows:

Δν = ν − ν0 =
1

2π
v ⋅ k, (3)

where Δν is the shift in photon frequency from the perspective of
the particle, ν0 is the central laser frequency, v is the particle velocity
vector, and k is the photon wavevector.

Typically, the fluorescence signal is excited at a fixed frequency,
which is achieved by modulating the laser beam using an oscillator
or function generator. This modulated signal serves as the reference
input to the lock-in amplifier. The amplifier then identifies the sys-
tem’s response at this reference frequency. In the context of LIF, a
response signal S(v) represents a fluorescence signal, which is pro-
portional to ∫ f (ν)L(v, νL)dν, where the laser central frequency νL
is scanned across the absorption line. When this signal is measured
across a range of light frequencies from ν1 to ν2, the output signal
from the two-phase lock-in can be expressed as follows:

X = ∫
ν2

ν1

S(v) sin (2πωref ν(t) + ϕref )dν,

Y = ∫
ν2

ν1

S(v) cos (2πωref ν(t) + ϕref )dν,
(4)

where ωref and ϕref represent the frequency and phase of the refer-
ence signal, respectively, ν(t) is the time-dependent laser frequency,
and X and Y quantities represent the signal as a vector relative to the
lock-in reference oscillator. The X variable is called the “in-phase”
component, and Y , the “quadrature” component; for more details,
see Ref. 36. By calculating the magnitude (R) of the signal vector as√

X2 + Y2, the phase dependency is eliminated.
For model simplicity, it is assumed that ϕref aligns with the

phase of the response signal and can thus be omitted. The sweeping
range is divided into multiple intervals to recover the Doppler-
broadened absorption line (representative of a VDF profile) or its
derivatives. The distinction between AM and WM signals is due to
different methods of producing the S(v) signal. In the case of AM,
L(v, νL) is a pulse wave function, with amplitude changing between
0 and I. Conversely, in the WM scenario, the amplitude remains
constant or oscillates around a certain level, but νL varies according
to a function described by Eq. (B1). The specifics of both methods,
examples of signal shapes, and laser responses to the modulation are
described in Appendixes A and B.

The modeling results presented below were obtained by numer-
ically integrating the above equations for AM and WM cases for the
following set of parameters, which are relevant to those observed in
the experiments with the studied ion source. A bi-Maxwellian singly
charged argon ion distribution was assumed, with a bulk distribu-
tion at T1

i = 0.22 eV and zero most probable velocity, and a colder,
faster distribution with T2

i = 0.04 eV and a most probable velocity
of 950 m/s. The ratio of peak densities of the two distributions was

FIG. 3. Laser line shape (red) as compared to the Doppler broadened Ar
absorption line.

set at 0.04. These values were used as “ground truth” when evalu-
ating the fitting of the modeled signals. The laser line profile was
modeled using Eq. (2) for a linewidth ΔλL = 50 MHz, which is a typ-
ical value for laser diodes. A comparison of the laser linewidths and
the distribution is provided in Fig. 3. As illustrated, the laser line is
significantly narrower than the VDF shape.

A. Modeling results
To demonstrate the advantage of the WM technique for the

unambiguous extraction of the VDF information from the measured
fluorescence signal, Eqs. (A3) and (B2) were numerically solved to
obtain lock-in signals with the set of parameters presented earlier.
For both cases, the modulation frequency ωm was set at 15 kHz and
the lock-in time constant (integration range) was set at 1 s. Modeling
was conducted for AM (S(v, νAM)) and WM (S(v, νWM)) signals with
a noise added to the f (v) function [see Eq. (1)]. Noise was modeled
as white Gaussian noise with an amplitude of 0.5 at the maximum
signal level.

Examples of the AM and WM signals are depicted in Figs. 4(a)
and 4(b), respectively. Both signals are normalized to maximum
amplitude. The analytical signal was obtained using Eq. (1). The ana-
lytical form of the WM signal was obtained as the second derivative
of Eq. (1), expressed as follows:

f ′′(v) = 2√
π

N

∑
k=1

2(v − vk
0)

2 − a2
k

a5
k

exp
⎛
⎝
−
(v − vk

0)
2

a2
k

⎞
⎠

, (5)

where a2
k =

(νk
0)

2

c2
2kBTk

i
Mi

. The background signal is not accounted for in
Eq. (1). However, it is worth noting that the form of Eq. (5) remains
unchanged in the presence of a linear background, as the second
derivative is zero in such cases.

Typically, when experimental data are processed, the obtained
signals are fitted with a single distribution or a sum of several distri-
butions. A similar procedure was done for the modeled signal, and
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FIG. 4. (a) AM signal from the amplitude modulation model (black solid line) and its analytical form (red dashed line). (b) WM signal from the wavelength modulation model
(black solid line) and its analytical form (blue dashed line).

fitting was performed in MATLAB with a weighted nonlinear resid-
ual fit function—“lsqnonlin.” The goodness of fit (GoF) is evaluated
using reduced χ2

red, defined as follows:

χ2
red =

1
ν∑

( fobs − ffit)
2

σ2
obs

, (6)

where fobs is the observation (the modeled function), ffit is the fitted
curve, σ2

obs is the variance, and ν = n −m is the degree of freedom,
where n is the number of points in observation and m is the num-
ber of fitted parameters. This procedure is applied to the AM and
WM modeled signals, and Eqs. (1) and (5) were used as fitting func-
tions, with the number of distributions (N) varying from 1 to 5. χ2

red
was calculated for each case, and χ2

red scores as a function of N are
shown in Fig. 5(a). Figure 5(b) shows the estimated most probable
velocities and temperatures for two “ground truth” distributions as a
function of N.

From Figs. 5(b) and 5(c), it is clear that both AM and WM sig-
nals result in an accurate estimation of the most probable velocities
and temperatures of “ground truth” distributions. However, from
Fig. 5(a), the WM signal results in a minimum of χ2

red at the correct
number of distributions, N = 2, while the fitting of the AM signal
results in a minimum of χ2

red at N = 3. Thus, the WM signal provides
better sensitivity to the true signal shape.

IV. EXPERIMENTAL SETUP
Experiments were conducted in the experimental setup

described in Ref. 50. The setup includes a standard 10′′ diameter
six-way cross vacuum chamber. A weakly collisional plasma was
generated by a low pressure (0.5 mTorr) argon discharge with a
hot thermionic cathode and the applied electric and magnetic fields.
In the experiments, the magnetic field was varied between 15 and

FIG. 5. Fitting results of modeled AM and WM signals with varying numbers of fitted distributions (N = 1–5). (a) χred
2 for AM (red) and WM (blue) signals. (b) Most probable

velocity for bulk (V1
i , red solid for AM and blue solid for WM signals) and fast (V2

i , red dashed for AM and blue dashed for WM signals); black lines show “ground truth” values.
(c) Same as (b) but for temperatures.
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FIG. 6. Schematic of the plasma source illustrates a plasma volume with a diag-
nostic access opening of <1 cm on the front wall, which is not depicted to scale.
The path of the laser beam is indicated in red, while the directions of positive and
negative velocities are represented by black arrows.

FIG. 7. LIF transition for Ar-II (argon ion).

150 G. The discharge voltage was 50–100 V. The plasma source fea-
tures a 1 cm diameter opening on the longer front wall (see Fig. 6). A
laser beam, with wavevector k and frequency ν, is launched through
an opening on the front wall. The LIF signal is collected through

three additional 3 mm diameter holes on the side wall, which are
referred to as central (on the central line), middle, and edge (close to
the front surface with the opening). The electron temperature, mea-
sured using a sweeping Langmuir probe,51 was found to be ∼5 eV.
Given that no other acceleration mechanisms are present in this sys-
tem, the maximum expected velocity is the Bohm velocity, which is
∼3.5 km/s. Therefore, it is anticipated that the observed velocities
will fall within the range of ±3.5 km/s.

A. LIF transition
The LIF measurements were conducted by sweeping and simul-

taneously modulating the frequency of a narrow linewidth, tunable
diode laser across the absorption line of an argon ion, which expe-
rienced broadening due to the Doppler shift. It was confirmed by
previous measurements50 that the magnetic field used in these exper-
iments does not affect the line broadening. The selected Ar ion tran-
sition 3d4F9/2–4p4D7/2 at 664.553 nm (in vacuum) and fluorescence
at 434.929 nm are depicted in Fig. 7.

B. LIF setup
The LIF system, shown in Fig. 8, is built around a Toptica DLC

DL PRO 670 single-mode tunable diode laser (TDL). This Littrow-
type grating-stabilized external cavity diode laser offers a coarse
tuning range from 660 to 673 nm and a mode-hop free range up
to 20 GHz. Depending on the wavelength, the output power reaches
a peak of ∼23 mW. The system maintains a short-term linewidth sta-
bility of 600 kHz over 5 μs. The emitted beam, which is elliptical in
shape, is Gaussian with a typical size of around 3 mm.

The laser wavelength is controlled by simultaneous scanning
and applying a sinusoidal modulation to the voltage directed at
the piezo actuator from a signal generator. When modulation is
applied to the piezo actuator, the laser power remains constant
(feedforward-factor in this system is 0 mA/V52), avoiding complica-
tions related to the residual amplitude modulation effects.53,54 Scan-
ning was performed using step functions, incrementally increasing
the voltage. The modulation frequency was set at fm = 1.5 kHz, and

FIG. 8. Block diagram of the WM LIF setup and beam path into the plasma source. BS1—beam splitter; M1,2—mirrors; L1,2,3—lenses; P1—pinhole; F1—bandpass filter;
PMT—photomultiplier tube.
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a complete scan across the absorption profile took ∼150 s. This
laser model can accommodate modulation frequencies up to 3 kHz.
The modulation depth was selected to be about a quarter of the
Doppler-broadened spectral linewidth. The primary constraint on
the modulation depth was ensuring the scan remained mode-hop
free.

A more comprehensive description of the setup, along with its
schematic, is available in Ref. 50. The AM modulation setup differed
primarily by the inclusion of a mechanical chopper, which was used
to modulate the laser intensity amplitude.

V. EXPERIMENTAL RESULTS AND DISCUSSIONS
Measurements were conducted at two locations (center and

middle), each repeated three times. Figure 9 displays the averaged
AM signals, which represent the argon IVDF profiles (red line with
circles), and WM signals, which represent the second derivatives
of IVDFs (blue line with squares), along with standard devia-
tions (obtained from three measurements, shaded area). In these

experiments, the true shape of the IVDFs is not known a priori;
thus, the obtained IVDFs are first evaluated visually to assess fit-
ting results, as presented below. At the center location [Fig. 9(a)],
the IVDF features two distinct peaks, one near 0 km/s and another
at −2.5 km/s. The middle location [Fig. 9(b)] shows an IVDF with a
single peak at 0 km/s and asymmetrical tails in both directions, the
negative being more pronounced.

To evaluate the data, AM and WM curves were fitted at each
position using Eqs. (1) and (5), respectively. The laser light fre-
quency v was converted to velocity using Eq. (3). The number
of distributions N varied from 1 to 5 to emphasize variations in
fitting outcomes, and GoF was assessed using χ2

red, as shown in
Eq. (6). The optimal N was identified as corresponding to the min-
imum value ofχ2

red. Note that this value differs from unity, as the
obtained measurement error is overestimated as only three mea-
surements were performed for each VDF. Figures 10 and 11 display
the corresponding χ2

red and VDF parameters (most probable velocity
and temperature) as functions of the number of fitted distribu-
tions. Error bars were obtained as 95% confidence intervals for the
nonlinear least-squares parameter estimates.

FIG. 9. Experimentally obtained AM signals or IVDF profiles (red, circles) and their WM signals, or IVDF second derivatives (blue, squares) for two locations (central and
middle). The shaded area represents the standard deviation of three measurements.

FIG. 10. (a) χ2
red evolution of fitting with the number of Maxwellian distributions N; (b) most probable velocities of two main distributions; (c) temperatures of two most probable

distributions.
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FIG. 11. (a) χ2
red evolution of fitting with the number of Maxwellian distributions N; (b) most probable velocities of two main distributions; (c) temperatures of two most probable

distributions.

For the central location measurements [Fig. 10(a)], the χ2
red for

both AM and WM signals exhibit similar trends, reaching a mini-
mum at N = 2. In this case, signal noise is low, and the WM method
serves as an independent verification of AM method findings, while
not offering better sensitivity in terms of χ2

red.
For measurements at the middle location (Fig. 11), the χ2

red
for both AM and WM signals shows that the optimal N = 3. How-
ever, variations of χ2

red for WM signal are more drastic with a very
pronounced minimum. This shows that the WM signal in case of
stronger noise is more sensitive to fitting parameter variations. This
aligns with the modeling example shown in Sec. III A, when, in case
of strong noise, the AM signal can even fail to provide the correct
answer. This supports the main claim of this article that the WM
method is more sensitive to fitting parameters. The best-fitted curves
for all cases are shown in Figs. 12 and 13.

It is essential to highlight the limitations and drawbacks of
the WM technique. First, modulation parameters such as amplitude
Δ and frequency ωm [see Appendix B, Eq. (B1)] must be care-
fully selected. Arbitrary choices for these parameters can distort the

resulting signal from the spectral line’s derivative,17,55 necessitating
a rigorous signal modeling and follow up fitting process. In this
work, modulation parameters were obtained empirically by varying
the frequency and amplitude of a modulation. Second, when cur-
rent modulation is used for wavelength modulation, the presence
of residual amplitude modulation (RAM)56 introduces nonlinear
complexities to the signal. This demands either additional laser
characterization,40 more sophisticated signal fitting models,41 or
methods to mitigate this effect.42 However, in the present work, this
is not an issue, as piezo actuator voltage was modulated, which has
zero feedback on the diode current, meaning that the laser power
remained constant. It was experimentally verified as well, by mon-
itoring laser power with the photodiode with and without applied
modulation, see Appendix C. The reduced WM signal amplitude,
as compared to the AM signal, may necessitate longer acquisition
times to achieve an acceptable signal-to-noise ratio. However, even
when direct AM measurements are more straightforward, WM–LIF
can serve as a valuable complementary technique for verifying
results.

FIG. 12. Best fits of the (a) AM signal and (b) WM signal at the central location. N shows the number of the Maxwellian distribution.
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FIG. 13. Best fits of the (a) AM signal and (b) WM signal at the middle location. N shows the number of the Maxwellian distribution.

VI. CONCLUSION
In this paper, we explored the application of WM spectroscopy

to enhance the sensitivity analysis of VDFs obtained through LIF
measurements. While WM–LIF measurements have previously been
conducted, this approach has not been applied to VDF measure-
ments and analysis in plasma applications. Our modeling demon-
strated that the fitting of the WM signal exhibits higher sensitivity to
the true shape of VDFs compared to the AM signal. Using the χ2

red
as a GoF metric, the WM signal shows larger variability, contrasting
with the AM signal. Fitting of the WM signal accurately predicted
the correct number of distribution components, unlike fitting of the
AM signal (see Fig. 5). This enhanced sensitivity is due to the deriva-
tive nature of the WM signal. Analytically, it comes from the fact
that, contrary to the AM signal, the amplitude of the WM signal
depends on the temperature, density, and most probable velocity of
the probed distribution [see Eq. (5)].

Experimental validation was performed with measurements in
argon plasma, generated by a discharge with a thermionic cath-
ode, and applied electric and magnetic fields. The argon IVDFs and
their second derivatives were examined at two distinct locations.
The IVDF shapes were characterized using the same fitting process
applied to the modeled signals, with the χ2

red as the GoF metric. For
the tested experimental conditions, both the AM and WM methods
yielded similar VDF parameters, such as the most probable veloc-
ities and ion temperatures. In conditions of strong signals (center
position), both AM and WM methods produced comparable results,
where the WM signal served as an independent method for verifying
the obtained plasma parameters. However, in scenarios with higher
noise (middle position), the χ2

red showed higher variability in fitting
parameters for the WM signal, thereby more effectively identifying
the VDF shape. This observation aligns with the results obtained for
the modeled signal.

Thus, when applied with the appropriate modulation para-
meters, such as frequency and amplitude, WM–LIF serves multiple
purposes. It offers a reliable method to verify AM LIF signals,
enhancing the robustness of plasma diagnostics. Due to the deriva-
tive nature of the WM signal, it effectively cancels out strong
background emissions, thus improving the dynamic range of the
measurement. The increased sensitivity of WM–LIF to the shape

of the VDF allows for a more precise identification of true distri-
bution parameters, such as the number of distribution components
and their characteristics. This is particularly beneficial in environ-
ments with strong noise. Overall, the introduction of WM–LIF as a
tool for plasma diagnostics provides new capabilities in the analysis
of complex plasma environments.
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APPENDIX A: AM SIGNAL MODEL

The AM signal, yielding the zero-order derivative of the VDF,
is obtained when the laser intensity amplitude is modulated through
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FIG. 14. (a) Laser frequency response and (b) laser intensity response in intensity amplitude modulation configuration. Line interruptions represent the zero amplitude of
laser intensity. (c) S(v, νAM) function.

variations in the laser diode current, a mechanical chopper, or an
acousto-optic modulator. Concurrently, the laser’s central wave-
length is scanned across the absorption line. The laser response can
be represented as follows:

νAM(ν) = sgn (A ⋅ sin (2πωm(ν(t) − ν0)) + A) ⋅ (ν(t) − ν0), (A1)

where sgn is the sign function, returning 1, 0, or −1 depending on
the sign of the input function f , A is the oscillation amplitude, ωm
= ωref is the modulation frequency, and ν0 is the central frequency.
Note that ν is varied in time during the laser frequency scan. The
laser frequency and intensity amplitude responses are illustrated in
Figs. 14(a) and 14(b). For illustration purposes, an artificially low
ωm was selected. In Fig. 14(a), interruptions in line represent cases
when amplitude is zero. In this case, the fluorescence signal, detected
by the photodetector, can be written as [using Eqs. (1) and (2)]

S(v, νAM) = ∫ f (v)L(ν, νAM)dν. (A2)

The shape of the S(v, νAM) function is illustrated in Fig. 14(c).

The lock-in amplifier signal outputs from Eq. (4) are written as

XAM = ∫
ν2

ν1

S(v, νAM) sin (2πωmν(t))dν,

YAM = ∫
ν2

ν1

S(v, νAM) cos (2πωmν(t))dν,
(A3)

where integration is performed across the range of laser scanning
frequencies, and this range is defined by the lock-in amplifier con-
stant. The VDF, which is proportional to S(v, νAM), can be obtained
as a magnitude of the signal vector R =

√
X2

AM + Y2
AM .

APPENDIX B: WM SIGNAL MODEL

The laser light modulation signal was modeled as a combina-
tion of a laser light frequency being scanned (linearly) across the
absorption line and simultaneously being sinusoidally modulated
at frequency 2πωm. Laser light intensity amplitude was assumed to
be unaffected by modulations; see details about laser modulation

FIG. 15. (a) Laser response in WM configuration; (b) simulated WM signal S(v, νWM) for a scan across an absorption line.
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in Sec. III. According to the definition of WM, the oscillation fre-
quency is chosen to be ωm ≪ ν0, and the amplitude Δ is chosen to
be less than the FWHM of the Doppler shifted profile.20 To summa-
rize all the above, the laser response in the case of the WM signal is
written as

νWM(v) = a(t)ν(t) − ν0 + Δ sin (2πωm(ν(t) − ν0)), (B1)

where a defines the speed of the sweeping, ν0 is the central frequency,
Δ is the modulation amplitude, and ωm is the modulation frequency.
Laser response is illustrated in Fig. 15(a).

Similar to the AM case, the signal detected by the photodetector
in this case can be written as [from Eqs. (1) and (2)]

S(v, νWM) = ∫ f (v)L(ν, νWM)dν.

Note that an explicit analytical expression for this function is
not feasible due to the integral containing a product of a Gaus-
sian and a Lorentzian function, where the laser’s central frequency
in the Lorentzian function is also modulated. Therefore, we solve
this equation numerically. An example of the S(v, νWM) function
is depicted in Fig. 15(b), representing the convolution of the VDF
shape with the laser response function.

The lock-in amplifier signal outputs [Eq. (4)] are written as

XWM = ∫
ν2

ν1

S(v, νWM) sin (2π(2 ⋅ ωm)ν(t))dν,

YWM = ∫
ν2

ν1

S(v, νWM) cos (2π(2 ⋅ ωm)ν(t))dν,
(B2)

where integration is performed across the range of laser scanning
frequencies, and this range is defined by the lock-in amplifier con-
stant. Note that lock-in frequency is set to 2π(2 ⋅ ωm), which allows
for extraction of the second derivative of the VDF shape. Similarly,
in the AM case, it is possible to use the magnitude of the signal
vector R; however, as it was shown in Refs. 20, Eq. (B9), the XWM
component is proportional to the nth derivative.

FIG. 16. PSD of PD signals with and without applied modulation to the piezo
actuator driver.

APPENDIX C: MODULATION EFFECT
ON LASER POWER

Measurements of the laser power were performed by integrat-
ing a beam splitter into the beam path and subsequently measuring
the power of the probed beam with a photodiode. Modulations at a
frequency of 2.5 kHz and an amplitude of 5 V peak-to-peak were
applied to the piezo actuator driver, corresponding to a 2.5 GHz
modulation of the laser wavelength. The results are depicted in
Fig. 16. The PSD plot, shown in Fig. 16(b), illustrates that while the
modulation is detectable, its power is ∼ 10−7 times that of the 0th
harmonic; thereby, RAM effects can be considered negligible.
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